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Abstract Predicting sales for highly seasonal products is very different compared to products who sell 
regularly throughout the year. In this paper we analyze the results from the seasonal factors 
method and from the regression method. The example used will be predicting sales of 
bottled water in Romania. The sales prediction will be made for the previous year, so that the 
results can be compared with the actual sales numbers for bottled water. MS Excel software 
was used due to its accessibility. The authors recommend the regression method. 
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1. Introduction  
Markets that are very seasonal in nature don’t 

allow any mistakes. Product sales must follow a 
very well thought-out plan because with these 

types of markets there isn’t enough time to make 
adjustments, a wrong prediction can be very costly.  

Sales forecasting of actual sales as well as 
potential sales is usually the responsability of the 
marketing department. 

In figure 1 we show the main methods used for sales forecasting. 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Forecasting methods classificasions (Source: 1) 
 

Correctly determining the basis for solving a 
marketing problem relies on predicting the changes 
that can occur in the external factors that affect 
sales. These factors can be: economical, technical, 
political, demographic etc. 

There are many methods that can be used for 
making these kinds of predictions. Some of them 

aren’t very rigorous from a statistical and 
mathematical standpoint but they are still used 
because of their ease of use quality, flexibility, as 
well as an acceptable accuracy but only in relation 
to their cost. 
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2. Methodology of research 
This paper compares the results from the 

seasonality factor method with those from the 
multiple regression method. 

The data for bottled water consumption for 
years n-2 and n-1 are shown in table 1.  

The data for year n, for the months of january, 
february, march and april are actual sales data that 
will be compared with the predition results for the 
same months, using the two methods mentioned 
above. 

 
Table 1. Bottled water consumption [%] 

 
month/year  n-2  n-1  n 

January 49 55 54 

February 54 53 56 

March 53 54 57 

April 53 57 57 

May 58 57  

June 54 61  

July 57 58  

August 59 58  

September 54 56  

October 56 55  

November 55 57  

December 54 52  

Source: DaedalusMillwardBrown 
 

The seasonality factor (index) method entails: 
- Calculating an average between the years n-2 

and n-1, for each period (month in this 
example) 

- Calculating an average of all sales 
- Assuming the average of all sales as an 

average of future sales (if the possible factors 

that can influence the results are known, this 
value can be modified) 

- We multiply the seasonality factor with the 
average of all sales. 

 

Fig. 1 Calculating the seasonality coefficient using MSExcel 

 
Regression Forecasting Procedure 

– time series is modeled as having k seasons (Here we illustrate k = 12 months); 
– The combination of 0’s and 1’s for each of the dummy variables at each period indicate the season 

corresponding to the time series value. 
– Season 1:  S1 = 1, S2 = 0,…………… S12 = 0 
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 Season 2:  S1 = 0, S2 = 1, ……………S12 = 0  
………………………………………………….. 

– Season 12:  S1 = 0, S2 = 0,…………. S123 = 1  
– Multiple regression is then done on with t, S1, S2, ….and S12 as the independent variables and the time 

series values yt as the dependent variable. 

. 
To determine the  ,  ,…   coefficients we use the Data Analysis module of MSExcel.   
 

 
Fig. 2 Regression input 

 

After selecting the Yi (Input Y Range), t și Si (Input X Range) and e variables, setting the trust level 
(95%) we get the . coefficient. 

Data analysis shows us that: 
– Adjusted R Square=0,907; 
– F>Fsignificance (1314,05>2,35E-14); 

– Tstat>pvalue  for all   coefficients.  
 

This means that all the requirements for accepting the values of  coefficients are met. 
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Fig. 3 Regression summary output 

 
 The dependant variable becomes: 
 

. 

 
 

Fig. 4 Regression output 
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3. Results 

Results are shown in figure 5 and table 

2.  
Fig. 5 Results Graph 

 

Tabelul 2. Results and relative errors 

  
Real 

values 

Seasonal 
Factor 
method 

Error     
[%] 

Regression 
method 

Error     
[%] 

January 54 52 3,70 54 0,00 

February 56 54 3,57 56 0,00 

March 57 54 5,26 56 1,75 

April 57 55 3,51 57 0,00 

    Auverage 4,01   0,44 
 

 
 
 
 
4. Conclusions 

An analysis of the results shows that the 
multiple regression method predicts the values 
very close the actual values for the period. The 
relative error in this case is 0.44%. 

The seasonality factor method is less precise 
in this case, with a relative error of 4.01%. 

The multiple regression method is 
recommended if: 

– Adjusted R Square>0,8; 
– F>>>Fsignificance  

– Tstat>>>pvalue  for all   coefficients. 
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